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Abstract— Scalable video coding (SVC), an extended version of H.264/AVC, is designed to transmit high-quality video bitstreams over heterogeneous networks. However, such video bitstreams are sensitive to transmission error, thereby severely degrading its quality. Inter-layer prediction in SVC causes errors to be propagated not only to subsequent frames but also to frames in the upper layers, when the errors have occurred in the lower layers. This paper presents an inter-embedding error-resilient scheme to reduce the distortion caused by the loss of inter-layer prediction information in SVC. The proposed algorithm exploits the reversible data embedding scheme to hide essential information of the lower layer without damaging the original data. Experimental results demonstrate that the proposed method provides a better PSNR performance than the frame copy by an average of 4.89 dB in a 2-layer SVC decoder, and an average of 4.54 dB in a 3-layer SVC decoder in the case of whole frame loss. 
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1. Introduction
Scalable video coding (SVC) [23], an extended version of H.264/AVC, is designed to support various devices with various bitrates and resolutions. One of the features of SVC is the layered coding of high-quality video that is composed of one or more subset videos. The complexity, reconstruction quality, and quantity of the SVC data in the subset bitstream are similar to those in H.264/AVC. To provide different video resolutions, bitrates, and video qualities, SVC uses several scalability modalities, including temporal, spatial, SNR/quality/fidelity scalabilities, or a combination of these modalities. In SVC, a multilayer video coding structure is utilized, which includes one base layer (BL) and multiple enhancement layers (ELs). It is called the pyramid coding scheme. The source video is the input of the EL and the BL. First, the source video is down-sampled for the BL. Then, the BL and the EL are coded independently. Only the information of mode, motion, and residual are extracted from the BL for transmitting to the EL based on the inter-layer prediction presented in Sec. 2.1. 
However, because of the high compression ratio, video bitstreams are sensitive to transmission error, which severely degrades the video quality in SVC when the inter-layer prediction is applied; errors are propagated to following frames, and frames of the upper layers, when the errors occur in lower layers. Various mechanisms can be implemented to correct transmission errors and improve the quality of service.
Retransmission is one of these correction mechanisms, which involves retransmitting lost packets. However, such mechanisms produce information overhead that increases required bandwidth, reducing the transmission rate. Error concealment [4-6, 8, 15, 21, 28, 36, 38] is a decoder-based error correction tool, which provides a beneficial performance when the packet loss rate is low. Some researches adopt mode information together with motion vectors for error concealment purpose [27, 30, 32-33, 40]. Zhao et al. [38] proposed a slice interleaving method and used motion vectors of the lower layer to conceal errors. In one study [4], the frame copy (FC) and temporal direct motion vector generation (TD) are applied when the base layer is lost. If the enhancement layer is lost, motion and residual upsampling (BLSkip) and reconstruction base layer upsampling (RU) are used to conceal the errors. In another study [36], numerous decision rules are utilized to choose the TD or BLSkip method to conceal the error in the EL. Another study [21] proposed an error tracking model to estimate the distortion caused by error concealment and error propagation for the choice of BLSkip or RU. However, the PSNR decreases rapidly as the packet loss rate increases. In this situation, error resilience [2, 7, 9, 11-14, 17-18, 20, 22, 25-26, 35, 41] outperforms error concealment.
Three papers [12, 20, 37] elucidated separate error-resilient methods for SVC based on multiple description coding (MDC) [2, 22, 26] and redundant coded picture [11, 41], respectively. Zhao et al. [39] compared the performance between MDC and forward error correction based on different redundancy rates and average burst lengths. Zhang et al. [37] proposed an error-resilient method based on MDC containing two sequences: one is the original video sequence, and the other is the rotated video sequence. MD-SVC, which was developed by Mansour et al. [20], transmits information about motion and texture using MDC. The information about motion is the index of the neighboring block. The motion vector of the current block is resumed by the motion vector of the neighboring block if the current block is lost. The texture information is the residual data and the pixel value of intra-coded macroblocks (MBs). MD-SVC generates two descriptions for each EL. The first description includes the original motion vectors of even MBs, information about the motion of odd MBs, the original residual of odd MBs and information about the residual of MD-SVC of even MBs. The second description is the opposite of the first description. If only one description is successfully received, MD-SVC can provide satisfactory quality by using only one description. Jia et al. [12] developed redundant coded pictures, which contain downsampled residual information. When a transmission error occurs, the residual is resumed by interpolating the redundant coded picture.
Data embedding [1, 7, 9, 13-14, 17-18, 25, 35] is another scheme in error resilience. Kang et al. [14] embedded the directions of the edge, modes, or motion vectors for error resilience in H.264/AVC. The odd/even data embedding approach [35] is one of the most popular methods used to hide information in video coding. However, most data embedding schemes change the original data and degrade the quality even when no packet is lost. The reversible data embedding scheme [25] can restore the original data without any distortion. Lie et al. [18] utilized this approach to embed required indices of wavelet coefficients for error concealment.
This study presents an error resilience method that is based on a reversible data embedding technique for SVC. The proposed scheme embeds the required information of the lower layer in its upper layer when an MB in the upper layer is inter-layer predicted. The preliminary results are published in [13]; this paper is more consistent in terms of theoretic analysis and experiments. The rest of this paper is organized as follows. Section 2 reviews inter-layer prediction in SVC and the reversible data embedding scheme. Section 3 describes the proposed algorithm in detail. Section 4 presents simulation results. Finally, Section 5 draws conclusions.

2. Background Review
2.1. Inter-layer Prediction in SVC
SVC further supports three new inter-layer prediction modes to improve the rate-distortion efficiency of the ELs for the EL encoding process. They are inter-layer motion prediction, inter-layer intra prediction, and inter-layer residual prediction. Since each layer has the same resolution in the quality scalability, the quality scalability can be regarded as a special case of the spatial scalability. Two inter-layer predictions cannot be employed in quality scalability: the upsampling operations and the inter-layer deblocking for intra-coded reference layer MB [23]. 
1)	Inter-Layer Motion Prediction: In this prediction, the MB partition of the upper layer is obtained by upsampling the corresponding partition of the 8×8 block of the lower layer, and the predicted motion vector of the upper layer is also derived by scaling the corresponding motion vector of the lower layer. The search center of motion estimation is located at the predicted motion vector which is obtained by inter-layer motion prediction.
2)	Inter-Layer Intra Prediction: When the BL is intra-coded, the MB of the EL can be predicted by upsampling the reconstructed sub-MB of the BL. The reconstructed sub-MB of the BL is upsampled by the four-tap filter for the luminance component and the bilinear filter for the chrominance component.
3)	Inter-Layer Residual Prediction: This prediction is used for all inter coded blocks in the EL. The residual data of the corresponding 8×8 block of the BL is block-wise upsampled by a bilinear filter. The difference between the upsampling residual and the predicted one of the EL blocks needs to be coded.
2.2. Review of Error Concealment Schemes in SVC
The following four error concealment tools are commonly used in SVC.
1)	Frame Copy (FC): FC is the most straightforward method for error concealment. The motion vectors of the lost frame are assigned as zero, which implies the lost frame is duplicated by the previous decoded frame. This method provides good performance when a video is associated with slow motion.
2)	Temporal Direct Motion Vector Generation (TD): When the lost frame is coded by B frame, the lost MBs can be recovered by TD. The motion vector in the current frame is resumed by the motion vector in the List1 reference frame which is derived by the distance ratio, shown in Fig. 1, Eqs. (1), and (2). However, this method cannot be used in P frame.
	

	(1)

	

	(2)


3)	Motion and Residual Upsampling (BLSkip): Because the high correlations exist between the lower layer and the upper layer, the motion vector and the residual between these two layers are also highly correlated. Thus, the upsampling method could be used to predict the information such as motion vector and residual. The BLSkip method upsamples the motion vector from the lower layer to the upper layer by the 6-tap filter. This method provides the best performance in these four algorithms but it cannot be used for the BL loss.
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Fig. 1 Temporal direct motion vector generation

4) 	Reconstruction Base Layer Upsampling (RU): This method upsamples the pixel values in the lower layer to recover the pixel values in the upper layer by using the 6-tap filter when the lower layer is not lost. When the lower and the upper layers are lost, frame copy is adopted to resume the upper layer. However, this method does not recover the information of inter-layer prediction. When a video is coded with three layers and Layer 1 is lost, Layer 2 cannot be decoded as efficiently as it has already been estimated at the encoder.
2.3. Reversible Data Embedding Scheme













[bookmark: OLE_LINK4][bookmark: OLE_LINK5]The reversible data embedding can completely restore the original data after the embedded data is extracted, which implies that the proposed scheme would not cause any damage in visual quality of the original bitstream. The reversible data embedding schemes are classified into two categories, pixel-domain and DCT-domain, that are proposed in [1, 18, 25]. The reversible data embedding schemes have been applied to DCT-based compressed videos [1, 18], vector quantization images [3, 16], music signals [24], color filter array images [31], and 3D images [10]. In the reversible data embedding scheme [25], to embed one bit, , into two quantized coefficients,  and , the reversible data embedding scheme calculates  which is the difference between two of them. Then,  is calculated by expanding the difference  and adding the bit  in Eqs (3) and (4).  is the average of  and . Then, two coefficients after embedding,  and , are calculated by the addition and subtraction of the half of  which represents round and truncation, respectively, shown in Eqs. (5) and (6).
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where  and  represent the original coefficients,  is the difference value,  is the embed bit,  is the expanded difference value,  is the average value, and  and  are the coefficients after embedding





To extract the embedded bit, the data extraction process computes the difference, , between the two coefficients. Then the embedded information, , could be extracted by the remainder of dividing 2, shown in Eqs. (7) and (8). Finally, the original coefficients,  and , could be recovered by Eq. (9).
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Fig. 2 Illustration of the loss of BL and the inter-layer prediction of EL
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Fig. 3 Block diagram of the proposed error resilience strategy
3. Proposed Error Resilience Strategy
Figure 2 represents a lost frame in the BL whose frame in the EL recovers the BL’s information by using the frame copy method. The quality of the frame in the EL is seriously decreased when the frame in the EL loses its information that is obtained by the inter-layer prediction. The proposed scheme that is developed herein aims to protect the information obtained by the inter-layer prediction. The proposed scheme is explicated in three parts, which are the error resilient mechanism for the inter-layer intra prediction, the inter-layer motion prediction, and the inter-layer residual prediction. The blocks marked in green in Fig. 3 represent the proposed method, in which the videos are first encoded in an SVC format. Then, the information of the inter-layer predictions is embedded in the DCT coefficients in the EL. The wavelet coefficients and the motion vector information are embedded in the DCT coefficients in the inter-layer intra prediction and in the inter-layer motion prediction, respectively. The first step is marked in blue and yellow, and the second step is marked in green, as shown in Fig. 3. The wavelet transform is used because the computation of the wavelet transform is simpler than that of the DCT transform according to the number of addition operations and shifting operations. SVC implements 1-D integer transform in both horizontal and vertical directions along with a prediction for each pixel. In DCT, the integer transform requires 576 (576 = [8+2×(8+16+8)]×8) addition operations and 160 (160 = [0+2×(0+4+6)]×8) shifting operations in an 8×8 block while the three-level wavelet transform requires only 252 (252 = 12×(16+4+1)) addition operations and 84 (84 = 4×(16+4+1)) shifting operations, according to their equations represented as illustrations shown in Figs. 4 and 5, respectively. Moreover, the wavelet transform provides a better quality than the integer transform in the low bitrate coding because the wavelet transform significantly alleviates the block effect [19, 29, 34]. The coding performances of embedding the wavelet coefficients and embedding the DCT coefficients are also compared in Sec. 3.1. Therefore, according to the coding performance and the computation, the wavelet transform is adopted for data hiding in the proposed method.
	Stage 1:
a[0] = x[0] + x[7]
a[1] = x[1] + x[6]
a[2] = x[2] + x[5]
a[3] = x[3] + x[4]
a[4] = x[0] − x[7]
a[5] = x[1] − x[6]
a[6] = x[2] − x[5]
a[7] = x[3] − x[4]
Add operators: 8
Shift operators: 0
	Stage  2:
b[0] = a[0] + a[3]
b[1] = a[1] + a[2]
b[2] = a[0] − a[3]
b[3] = a[1] − a[2]
b[4] = a[5] + a[6]+ ((a[4] >> 1) + a[4])
b[5] = a[4] − a[7]− ((a[6] >> 1) + a[6])
b[6] = a[4] + a[7]− ((a[5] >> 1) + a[5])
b[7] = a[5] − a[6]+ ((a[7] >> 1) + a[7])
Add operators: 16
Shift operators: 4
	Stage 3:
w[0] = b[0] + b[1];
w[2] = b[2] + (b[3] >> 1);
w[4] = b[0] − b[1];
w[6] = (b[2] >> 1) − b[3];
w[1] = b[4] + (b[7] >> 2);
w[3] = b[5] + (b[6] >> 2);
w[5] = b[6] − (b[5] >> 2);
w[7] = −b[7] + (b[4] >> 2);
Add operators: 8
Shift operators: 6


Fig. 4 Illustration of 1-D 8-pixel integer transform
W[0][0] = (X[0][0] + X[0][1] + X[1][0] + X[1][1]) >> 2;
W[1][0] = (X[0][0] + X[0][1] - X[1][0] - X[1][1]) >> 2;
W[0][1] = (X[0][0] - X[0][1] + X[1][0] - X[1][1]) >> 2;
W[1][1] = (X[0][0] - X[0][1] - X[1][0] + X[1][1]) >> 2;	
Add operators: 12
Shift operators: 4
Fig. 5 Illustration of 2-D wavelet transform in 2×2 pixels

3.1. [bookmark: _Ref283776494]Error Resilient Mechanism for Inter-layer Intra Prediction
The proposed scheme embeds the indices of wavelet coefficients of the lower layer in the upper layer when the MB in the upper layer is coded as “IntraBL.” If the MB in the upper layer is encoded as “IntraBL”, then a wavelet transform is applied to the luminance component of the co-located block in the lower layer to determine its coefficients. The average of the chroma components of the first frame in the lower layer is embedded in the first upper layer’s I frame and the chroma components of the other frames in the lower layer are concealed by motion copy at the decoder side. 
	[image: E:\論文\Error resiliency\graph\3_3.jpg]
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	Fig. 6 Illustration of the proposed method for inter-layer intra prediction
	Fig. 7 The wavelet coefficient distributions in each sequence



Table 1 The index table of wavelet coefficient
	Wavelet coefficient (value)
	Center value
	Index

	value <= -5
	-5
	0000000001

	value = -4
	-4
	00000001

	value = -3
	-3
	000001

	value = -2
	-2
	0001

	value = -1
	-1
	001

	value = 0
	0
	1

	value = 1
	1
	01

	value = 2
	2
	00001

	value = 3
	3
	0000001

	value = 4
	4
	000000001

	value >= 5
	5
	0000000000



If the resolution ratio of the upper layer to the lower layer is 4:1, then an MB in the upper layer has a co-located 8×8 block in the lower layer. Then, a three-level wavelet transform is performed on each 8×8 block in the lower layer, as shown in Fig. 6. To compress the embedded data further, band 0 is predicted from its up and left 16×1 blocks, and the residual is embedded using a Huffman code table in JPEG. The wavelet coefficients in bands 1 to 6 are quantized and embedded in the EL’s DCT coefficients with their indices shown in Table 1. The indices in Table 1 are decided by using Huffman coding, and 12 sequences are used to find the distribution of the wavelet coefficients. The test data is the blocks in the BL whose co-located MBs in the EL are “IntraBL.” Figure 7 shows that the distributions of the quantized wavelet coefficients in different sequences are similar so the same index table can be applied to other sequences. The quantization matrix applied to the wavelet coefficients in bands 1 to 6 is shown in Eq. (10).
	

	(10)


To compare the coding performance between using the DCT coefficients and using the wavelet coefficients, the quantized coefficients are ranged from -5 to 5 in the DCT transform and in the wavelet transform. In our design, only the first 16 coefficients in the zigzag scan order are used to reconstruct the block. Table 2 shows that the numbers of embedded bits in the DCT transform and in the wavelet transform are similar, but the quality of using the wavelet transform is better than that of using the DCT transform by 0.5 dB PSNR on average. The quantization matrix used for the 16 DCT coefficients in the zigzag scan order is defined below. 
	

	(11)


In the reversible data embedding scheme, one bit is embedded in two coefficients, which means that a total of 128 bits of data can be embedded in one MB. Five bits are used to describe the data in band 0, and 1 to 10 bit(s) are used to describe the index in band 1 to band 6. The embedded process is stopped until all data in band 0 to band 6 are hidden or all coefficients in the MB are embedded. According to our test results, the total number of embedded bits in one MB has an average of 23 bits. In the decoder side, band 0 is reconstructed by its embedded data and the predicted value, while band 1 to band 6 are reconstructed only by the center value of the indices and band 7 to band 9 are assigned to zero.

Table 2 The coding performance of the DCT transform and the wavelet transform
	Sequence
	DCT transform
	Wavelet transform

	
	PSNR
	# of embedded bit
	PSNR
	# of embedded bit

	Akiyo
	30.38
	22.01
	31.47
	21.58

	Bus
	25.44
	23.76
	25.46
	23.80

	City
	26.29
	21.85
	26.33
	21.63

	Coastguard
	28.15
	21.04
	28.41
	21.05

	Dancer
	33.82
	21.18
	36.56
	21.18

	Football
	23.70
	25.01
	23.31
	24.47

	Foreman
	28.86
	23.06
	28.60
	22.24

	Highway
	32.87
	20.70
	33.64
	20.41

	Mobile
	21.39
	28.06
	21.36
	28.35

	News
	27.78
	24.24
	28.93
	24.54

	Stefan
	22.28
	27.80
	22.41
	28.70

	Waterfall
	26.17
	21.59
	26.44
	22.00

	average
	27.26
	23.36
	27.74
	23.33


3.2. Error Resilient Mechanism for Inter-layer Motion Prediction
In SVC, EL’s motion vectors are acquired by the sum of the transmitted motion vectors (motion vector difference) and the predicted motion vectors. The predicted motion vector is obtained from two kinds of schemes. One is to predict from the medium motion vector of its neighboring blocks in the EL, and the other is to upsample the motion vector in the lower layer, which is also called the inter-layer motion prediction. In the proposed method, the motion vector predicted from the lower layer is embedded in the quantized coefficients of the upper layer. However, the motion vector difference is in a fixed range, but the predicted motion vector is not. As a result, the range of the predicted motion vectors in the enhancement layer 1 and the enhancement layer 2 is harder to be estimated. To solve this problem, there are two scenarios regarding the proposed embedding mechanism. One is BL information embedding and the other is ELs information embedding. 
1) BL information embedding
In the case of one BL and one EL, the embedded motion vector is the difference between the average motion vector of the coded blocks’ motion vectors in one co-located 8×8 block in the BL (Layer 0) and the down-scaled predicted motion vector of the EL (Layer 1). The embedded motion vector is calculated as
	

	(12)











where  is the embedded motion vector in Layer L (here, L is 1).  is the motion vectors of the co-located 8 × 8 block in the BL; N represents the number of coded blocks in an 8×8 block,  is the predicted motion vector, and  is the indication of inter-layer motion prediction. If  is 1, the motion vector in Layer L is predicted from Layer L-1; otherwise,  is 0. Here,  and  use quarter-pixel precision. To reduce the size of the embedded data, the precision of  is set to the half-pixel precision. The predicted motion vector is defined as
	

	(13)




where  is the medium motion vector of the neighboring blocks of the MB in the EL, and is the resolution in the Layer L.




 In Layer 1, the embedded data includes one flag bit and the embedded motion vector. The flag bit is used to indicate whether  is zero or not. If the difference between the down-scaled  and the average motion vector from Layer L-1 is less than one pixel, then the embedded data includes one flag bit and four data bits (one sign bit and one bit to represent half-pixel precision motion vector for each dimension) for the embedded motion vector. Otherwise, each dimension of the embedded motion vector uses k+2 bits to represent, where the range of the motion vector is set  to . The embedded motion vector is the half pixel precision. The forward/backward predicted motion vectors are embedded when only forward/backward predicted motion vectors are obtained, while both forward and backward predicted motion vectors are embedded when both are obtained. Each 4×4 block in the EL is embedded no more than two bits, implying that no more than four quantized coefficients are changed in one 4×4 block.


At the encoder side, the EL’s transmitted motion vector () is defined as the difference between the EL’s motion vector and the EL’s predicted motion vector. At the decoder side, if the BL is lost, we also lose the EL’s predicted motion vector which is from inter-layer motion prediction. Our proposed algorithm recovers the predicted motion vector by the embedded information in the EL. Therefore, the EL’s motion vector is resumed by the sum of this recovered predicted motion vector and the transmitted motion vector () in the EL, as shown in Eq. (14).
	

	(14)


2) ELs information embedding
The range of motion vectors in Layer L is the sum of the predicted as well as the transmitted motion vectors. The range of motion vector increases along with the number of layers. Therefore, more bits are required to embed the motion vectors of the higher layer. The proposed method tries to reduce the required embedding bits.

For the case of the number of the EL more than one, the embedded motion vector  is obtained by subtracting the up-scaled motion vector in Layer L-2 from the motion vector in Layer L-1, which is calculated as
	

	(15)





The aforementioned process reduces the number of bits required to k+3 for embedding. Because the range of the motion vector difference between Layer L-1 and Layer L-2 is  to , k+3 bits are required to represent  with the quarter-pixel precision. Each 4×4 block in Layer L is embedded with no more than two bits. The forward/backward prediction motion vectors are embedded when only the forward/backward are obtained, while both forward and backward are embedded when both are obtained.

At the decoder side, if a transmission error occurs in Layer L-2, then the motion copy is applied to the key P picture and TD is applied to B frame. If a frame in Layer L-1 is lost, then the predicted motion vectors in Layer L are concealed by adding the embedded motion vector () in Layer L and the motion vector in Layer L-2, as given by Eq. (16).
	

	(16)



where  is the concealed motion vector in Layer L-2.
3.3. Error Resilient Mechanism for Inter-layer Residual Prediction
Inter-layer intra and motion predictions are much more important than residual prediction in recovering lost frames. The embedded information about the predicted residual dramatically increases the bitrate. Figure 8 shows that the percentage of performing inter-layer residual prediction is less than that of performing inter-layer intra or motion prediction. Accordingly, the predicted residual of the current frame is replaced by zero coefficients in the lower layer when the frame in the lower layer is lost.
[image: ]
Fig. 8 Statistics of the Inter-layer prediction modes in each sequence
At the encoder side, if an MB in the upper layer is coded as “IntraBL”, the wavelet transform is applied to the luminance component of the co-located block in the lower layer to obtain its coefficients. Then the indices of wavelet coefficients of the lower layer are embedded in the DCT coefficients in the higher layer. The average pixel value of the choma component in the lower layer is embedded in the DCT coefficients in the upper layer when the frame is the first frame and the MB is coded as “IntraBL”. The detail method is mentioned in Sec. 3.1.
If the MB is coded as inter mode and the predicted motion vector in Layer 1 is upsampled from the BL, the embedded motion vector in Layer 1 is acquired from Eq. (12). The embedded motion vector in Layer L (L is larger than 1) is acquired from Eq. (15) when the predicted motion vector in Layer L is upsampled from Layer L-1.
At the decoder side, if an MB of the lower layer is lost, the co-located MB in the upper layer is recovered through the embedded information in the upper layer. Then the reconstructed MB in the upper layer is downsampled to recover the block in the lower layer. If the MB in the largest layer is lost, then BLSkip is performed. If the embedded data is unavailable, such as both Layer 0 and Layer 1 are lost, then TD is used for error concealment. 



Table 3 Simulation settings
	Number of layers
	2
	3

	Number of reference frames
	1
	1

	GOP size
	16
	16

	Intra refresh
	Only the first frame
	Only the first frame

	Frame rate
	30 Hz
	30 Hz

	Resolution of Layer 0
	QCIF
	QCIF

	Resolution of Layer 1
	CIF
	CIF

	Resolution of Layer 2
	-
	4CIF

	[bookmark: OLE_LINK2][bookmark: OLE_LINK6]QP of Layer 0
	30
	30

	QP of Layer 1
	26
	26

	QP of Layer 2
	-
			22



4. Simulation Results
The algorithm that is proposed in this investigation, the frame copy method, and BLSkip method are simulated in scalable video coding reference software JSVM 9.14. Table 3 represents the simulation settings. This simulation uses two types of error patterns in this paper: whole frame loss case and entire slice loss case. In the whole frame loss case, the error randomly happened in the unit of one frame. In the entire slice loss case, each slice contains 11 MBs, and the errors randomly happened in each slice. Two error models are used to demonstrate the proposed method: i.i.d. model and Gilbert-Elliot burst error model. The packet loss rates (PLR) are set at 5%, 10%, 15%, and 20% in the i.i.d. model, and set at 1%, 3%, and 5% in the Gilbert-Elliot model.
The 2-layer simulation tests five benchmarks, which are Bus, Flower, Mobile, Tempete, and Weather. The 3-layer simulation tests five benchmarks - City, Crew, Harbour, Ice, and Soccer. All sequences are encoded with 150 frames, and the search range in all sequences is set at 16. The average PSNR is calculated from ten calculations for each packet loss rate. Because the hierarchical B picture is adopted in SVC, the latter frame can be encoded before the former one. It is probable that the error is propagated to the former frame when the latter one is lost. This paper shows some examples of frames whose reference frame or referred slice is lost.

Table 4 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the whole frame loss case in the i.i.d. model (2-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	Bus
	5
	30.34
	32.11
	35.14

	
	10
	29.12
	29.78
	33.45

	
	15
	22.45
	24.32
	30.73

	
	20
	25.07
	25.85
	31.66

	Flower
	5
	24.41
	24.52
	31.91

	
	10
	31.99
	31.99
	35.56

	
	15
	27.54
	27.59
	32.89

	
	20
	17.54
	17.71
	26.01

	Mobile
	5
	26.67
	26.69
	31.53

	
	10
	27.14
	27.16
	31.41

	
	15
	21.07
	21.10
	28.06

	
	20
	17.51
	17.60
	25.67

	Tempete
	5
	31.38
	31.38
	35.00

	
	10
	29.3
	29.31
	34.29

	
	15
	26.02
	26.02
	32.17

	
	20
	18.91
	18.92
	29.78

	Weather
	5
	37.82
	37.82
	40.54

	
	10
	29.48
	30.00
	36.37

	
	15
	33.85
	33.89
	38.28

	
	20
	29.32
	29.55
	35.31

	Average
	
	26.85
	27.17
	32.79



Tables 4 and 5 show the average Y-PSNR gain in the EL for five test sequences in a 2-layer SVC decoder and in a 3-layer SVC decoder in the whole frame loss case in the i.i.d. model. In Tables 4 and 5, all P and B frames in all layers are simulated with the same PLR. As revealed in Tables 4 and 5, the proposed method outperforms the frame copy method by 5.94 dB and 6.51 dB on average in the whole frame loss case in the i.i.d. model using 2-layer and 3-layer SVC decoders, respectively. 

Table 5 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the whole frame loss case in the i.i.d. model (3-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	City
	5
	24.47
	26.46
	30.87

	
	10
	23.80
	24.15
	26.31

	
	15
	24.25
	24.82
	29.07

	
	20
	20.11
	20.22
	26.15

	Crew
	5
	32.67
	32.81
	37.44

	
	10
	29.38
	30.89
	33.64

	
	15
	24.33
	24.58
	29.45

	
	20
	23.83
	25.62
	29.91

	Harbour
	5
	28.35
	28.47
	30.67

	
	10
	30.82
	31.71
	34.2

	
	15
	22.07
	22.62
	25.55

	
	20
	22.09
	22.71
	25.59

	Ice
	5
	32.99
	34.08
	40.41

	
	10
	19.12
	24.18
	34.58

	
	15
	22.45
	28.59
	34.99

	
	20
	24.90
	28.17
	33.00

	Soccer
	5
	24.49
	30.27
	33.47

	
	10
	25.02
	27.29
	33.71

	
	15
	23.37
	28.03
	29.44

	
	20
	17.54
	23.68
	27.77

	Average
	
	24.80
	26.97
	31.31



The performances of the entire slice loss case in the i.i.d. model using a 2-layer SVC decoder and a 3-layer SVC decoder are shown in Tables 6 and 7, respectively. The PSNR gains of the proposed method surpass up to 4.35 dB and 3.75 dB on average, respectively, when compared to the frame copy and BLSkip, based on the 2-layer SVC decoder in the entire slice loss case. In the 3-layer SVC decoder, the proposed method has 3.22 dB and 2.27 dB PSNR improvement, respectively, when compared to the frame copy and BLSkip.

Table 6 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the entire slice loss case in the i.i.d. model (2-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	Bus
	5
	24.01
	25.31
	27.97

	
	10
	20.76
	22.35
	23.90

	
	15
	18.63
	19.89
	21.38

	
	20
	17.47
	18.9
	20.07

	Flower
	5
	26.07
	26.92
	29.78

	
	10
	19.41
	19.84
	25.64

	
	15
	18.64
	19.00
	23.75

	
	20
	17.38
	17.88
	22.00

	Mobile
	5
	21.28
	21.52
	27.56

	
	10
	20.39
	20.78
	25.28

	
	15
	18.07
	18.28
	23.28

	
	20
	15.86
	16.13
	21.20

	Tempete
	5
	28.5
	28.85
	31.58

	
	10
	22.02
	22.18
	27.98

	
	15
	19.76
	19.85
	25.78

	
	20
	20.54
	20.74
	24.79

	Weather
	5
	33.79
	34.24
	37.11

	
	10
	29.98
	30.45
	34.89

	
	15
	27.76
	28.77
	30.84

	
	20
	26.55
	26.90
	29.06

	Average
	
	22.34
	22.94
	26.69



Table 7 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the entire slice loss case in the i.i.d. model (3-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	City
	5
	26.17
	26.64
	30.74

	
	10
	22.59
	22.89
	26.86

	
	15
	22.24
	22.48
	25.36

	
	20
	20.65
	20.80
	23.91

	Crew
	5
	29.70
	30.48
	31.87

	
	10
	27.35
	28.08
	29.38

	
	15
	25.31
	25.83
	27.12

	
	20
	24.29
	24.80
	25.96

	Harbour
	5
	24.52
	24.88
	28.40

	
	10
	22.71
	22.98
	26.57

	
	15
	21.15
	21.52
	23.76

	
	20
	19.60
	19.79
	22.04

	Ice
	5
	25.83
	28.13
	30.13

	
	10
	24.11
	26.52
	27.67

	
	15
	22.05
	23.48
	26.05

	
	20
	20.78
	22.27
	24.89

	Soccer
	5
	25.44
	27.20
	28.89

	
	10
	22.99
	24.46
	25.90

	
	15
	21.25
	22.75
	24.34

	
	20
	20.04
	21.83
	23.26

	Average
	
	23.44
	24.39
	26.66



The performances of the whole frame loss case and the entire slice loss case in the Gilbert-Elliot model using the 2-layer and the 3-layer SVC decoders are shown in Tables 8 to 11, respectively. Similar to previous results, our proposed method outperforms the frame copy method and BLSkip and gains more than 3.7 dB in PSNR on average.



Table 8 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the whole frame loss case in the Gilbert-Elliot model (2-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	Bus
	1
	32.92
	33.12
	35.21

	
	3
	32.18
	32.96
	35.28

	
	5
	29.71
	30.89
	33.60

	Flower
	1
	30.34
	30.42
	34.48

	
	3
	29.76
	29.85
	34.28

	
	5
	28.24
	28.30
	33.56

	Mobile
	1
	23.80
	23.86
	30.56

	
	3
	23.71
	23.82
	31.10

	
	5
	23.9
	23.95
	30.37

	Tempete
	1
	28.05
	28.05
	33.92

	
	3
	24.19
	24.19
	31.71

	
	5
	25.75
	25.75
	32.37

	Weather
	1
	37.15
	37.22
	40.15

	
	3
	36.18
	36.18
	39.80

	
	5
	38.04
	38.04
	40.26

	Average
	
	29.59
	29.77
	34.44



Table 9 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the whole frame loss case in the Gilbert-Elliot model (3-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	City
	1
	32.38
	32.38
	35.93

	
	3
	22.56
	22.67
	27.33

	
	5
	18.23
	18.23
	24.09

	Crew
	1
	36.91
	37.00
	39.55

	
	3
	35.68
	36.90
	38.92

	
	5
	34.80
	35.16
	38.11

	Harbour
	1
	34.08
	34.10
	36.29

	
	3
	31.57
	31.61
	34.98

	
	5
	24.27
	24.27
	29.89

	Ice
	1
	35.97
	36.89
	41.72

	
	3
	30.91
	32.29
	38.59

	
	5
	31.58
	33.06
	39.72

	Soccer
	1
	33.49
	36.28
	38.69

	
	3
	32.34
	33.33
	37.12

	
	5
	33.55
	34.62
	37.67

	Average
	
	31.22
	31.92
	35.91


Table 10 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the entire slice loss case in the Gilbert-Elliot model (2-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	Bus
	1
	30.44
	31.24
	32.94

	
	3
	26.57
	27.42
	29.66

	
	5
	23.57
	25.07
	27.46

	Flower
	1
	30.11
	30.44
	33.71

	
	3
	26.41
	28.57
	31.56

	
	5
	23.19
	23.83
	27.94

	Mobile
	1
	23.93
	24.01
	31.64

	
	3
	24.53
	24.94
	30.70

	
	5
	21.17
	21.51
	27.47

	Tempete
	1
	29.79
	29.99
	35.41

	
	3
	28.09
	28.30
	32.54

	
	5
	26.97
	27.24
	31.26

	Weather
	1
	36.39
	36.76
	39.06

	
	3
	36.2
	36.96
	39.24

	
	5
	33.43
	33.83
	36.78

	Average
	
	28.05
	28.67
	32.49



Table 11 Performance comparisons of the proposed algorithm, frame copy, and BLSkip in the entire slice loss case in the Gilbert-Elliot model (3-layer)
	Sequence
	PLR (%)
	PSNR

	
	
	Frame Copy
	BLSkip
	Proposed

	City
	1
	30.54
	30.90
	35.09

	
	3
	26.86
	27.79
	31.94

	
	5
	25.28
	25.61
	30.11

	Crew
	1
	35.07
	35.79
	37.79

	
	3
	30.64
	31.04
	32.77

	
	5
	29.23
	29.93
	31.71

	Harbour
	1
	32.34
	32.92
	35.03

	
	3
	26.16
	26.49
	30.38

	
	5
	24.83
	25.15
	29.08

	Ice
	1
	33.17
	34.91
	37.51

	
	3
	28.22
	29.78
	33.37

	
	5
	25.21
	26.75
	29.26

	Soccer
	1
	35.45
	36.42
	37.59

	
	3
	27.57
	29.65
	31.08

	
	5
	24.93
	26.47
	28.91

	Average
	
	29.03
	29.97
	32.77


Figures 9 and 10 demonstrate that the proposed method provides a better subjective quality than the frame copy and BLSkip in the whole frame loss case in the i.i.d. model in the 2-layer and the 3-layer SVC decoder, respectively. Figure 9 compares the 114th frame in the bus sequence when the 116th frame in Layer 0 is lost. The shape of the image in the proposed method is clearer than that in the frame copy and BLSkip. Figure 10 compares the 31st frame in the Ice sequence when the 30th frame in Layer 0 and the 31st frame in Layer 0 are lost. The body of the proposed method is clearer than that of the frame copy and BLSkip.
Figures 11 and 12 compare the subjective quality in the entire slice loss case by using the frame copy, BLSkip, and the proposed method with the 2-layer and the 3-layer SVC decoder, respectively. In the slice loss case, Layer 0, Layer 1, and Layer 2, contain 9, 36, and 144 slices, respectively. Figure 11 shows the 29th frame of the Tempete sequence when an average of 1 slice of Layer 0 and 4 slices of Layer 1 are lost in the 16th, 24th, 28th, 29th, 30th, and 32nd frames. The proposed method provides a better visual quality in leaves when compared to the frame copy and BLSkip. Figure 12 shows the 5th frame of the City sequence when an average of three slices of Layer 0, six slices of Layer 1, and 27 slices of Layer 2 are lost in the 4th, 5th, 6th, 8th, and 16th frames. The buildings obtained based on the proposed method are less blurry than those obtained using the frame copy and BLSkip.
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Fig. 9 Comparisons of the subjective quality of the 114th frame in the bus sequence with 5% packet loss ratio in the whole frame loss case in the i.i.d. model (a) error free (37.18 dB), (b) frame copy (19.53 dB), (c) BLSkip (19.57 dB), and (d) proposed (31.73 dB).
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Fig. 10 Comparisons of the subjective quality of the 31st frame in the Ice sequence with 15% packet loss ratio in the whole frame loss case in the i.i.d. model (a) error free (42.95 dB), (b) frame copy (24.12 dB), (c) BLSkip (24.12 dB), and (d) proposed (37.93 dB).
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Fig. 11 Comparisons of the subjective quality of the 29th frame in the Tempete sequence with 10% packet loss ratio in the entire slice loss case in the i.i.d. model (a) error free (36.04 dB), (b) frame copy (24.29 dB), (c) BLSkip (24.38 dB), and (d) proposed (30.76 dB).
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Fig. 12 Comparisons of the subjective quality of the 5th frame in the City sequence with 20% packet loss ratio in the entire slice loss case in the i.i.d. model (a) error free (38.27 dB), (b) frame copy (22.67 dB), (c) BLSkip (23.22 dB), and (d) proposed (27.33 dB).
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Fig. 13 Comparisons of the subjective quality of the 1st frame in the Soccer sequence with 5% packet loss ratio in the whole frame loss case in the Gilbert-Elliot model (a) error free (38.31 dB), (b) frame copy (28.05 dB), (c) BLSkip (29.03 dB), and (d) proposed (37.72 dB).
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Fig. 14 Comparisons of the subjective quality of the 116th frame in the Flower sequence with 5% packet loss ratio in the entire slice loss case in the Gilbert-Elliot model (a) error free (37.67 dB), (b) frame copy (23.19 dB), (c) BLSkip (23.75 dB), and (d) proposed (27.70 dB).
Figures 13 and 14 show subjective quality comparisons in the Gilbert-Elliot model in the whole frame lost case and in the whole slice lost case, respectively. Figure 13 compares the 1st frame in the Soccer sequence when the 16th frame in Layer 0 is lost. The shape of the player in the Soccer sequence is improved when the proposed method is applied. Figure 14 shows the 116th frame of the Flower sequence when an average of 1 slice of Layer 0 and 3 slices of Layer 1 are lost in the 112nd, 120th, and 128th frames. The trees obtained based on the proposed method are less blurry than those obtained using the frame copy and BLSkip.
Tables 12 and 13 show the increased bitrates in the 2-layer and in the 3-layer SVC decoders, respectively. The increased bitrate is related to the complexity of the sequence and the amount of MBs that used inter-layer intra and motion predictions. The average increased bitrates of the 2-layer and the 3-layer SVC decoders are only 2.10% and 3.46% in the whole frame lost case and 2.08% and 3.83% in the entire slice loss case, respectively. The residual of the slow-motion video sequence, such as Crew and Ice, is almost zero, and the information embedded in these sequences will cause more bitrate increases than that of others.
Table 12 The increased bitrate in 2-layer SVC decoder
	Sequence
	Increased bitrate (%)

	
	Whole frame loss case
	Entire slice loss case

	Bus
	2.88
	3.26

	Flower
	1.68
	1.52

	Mobile
	1.66
	1.88

	Tempete
	2.18
	1.96

	Weather
	2.12
	1.76

	Average
	2.10
	2.08



Table 13 The increased bitrate in 3-layer SVC decoder
	Sequence
	Layer
	Increased bitrate (%)

	
	
	Whole frame loss case
	Entire slice loss case

	City
	EL 1
	2.28
	2.64

	
	EL 2
	2.80
	3.21

	Crew
	EL 1
	3.97
	4.25

	
	EL 2
	4.99
	5.29

	Harbour
	EL 1
	1.98
	2.01

	
	EL 2
	3.67
	3.73

	Ice
	EL 1
	3.59
	4.46

	
	EL 2
	4.55
	5.38

	Soccer
	EL 1
	2.91
	3.34

	
	EL 2
	3.80
	4.00

	Average
	EL 1
	2.95
	3.34

	
	EL 2
	3.96
	4.32


5. Conclusions
This study presents an inter-embedding error-resilient scheme that is based on reversible data embedding in SVC. The predicted motion vectors and the indices of the wavelet coefficients are embedded in the upper layer to improve the visual quality when frames in the lower layer are lost. Experimental results demonstrate that an average PSNR improvement of 4.89 dB in a 2-layer SVC decoder and 4.54 dB in a 3-layer SVC decoder and a maximum improvement in the 3-layer SVC decoder of 15.46 dB when the packet loss rate is 10%. 
Acknowledgements
[bookmark: _GoBack]The authors would like to thank the Ministry of Science and Technology of the Republic of China for financially supporting this research under contracts NSC101-2221-E-110-093- MY2, MOST102-2221-E-110-032-MY3, MOST103-2221-E-110-045-MY3, MOST103- 3113-E-110-002, and MOST103-3113-E-110-102.
References
[1] M. A. Alavianmehr, M. Rezaei, M. S. Helfroush, and A.Tashk, A reversible data hiding scheme for video robust against H.264/AVC compression, in: Int. ISC Conf. Inf. Secur. Cryptol, (2013), pp. 1-6.
[2] H.-T. Chan, C.-M. Fu, and C.-L. Huang, A new error resilient video coding using matching pursuit and multiple description coding, IEEE Trans. Circuits Syst. Video Technol., 15 (8) (2005), pp. 1047-1052.
[3] C.-C. Chang, C.-Y. Lin, and Y.-P. Hsieh, Data hiding for vector quantization images using mixed-base notation and dissimilar patterns without loss of fidelity, Inf. Sci., 201 (2012), pp. 70-79.
[4] Y. Chen, K. Xie, F. Zhang, P. Pandit, and J. Boyce, Frame loss error concealment for SVC, J. Zhejiang Univ.-SCI A, 7 (2006), pp. 677-683.
[5] M.-J. Chen, C.-C. Cho, and M.-C. Chi, Spatial and temporal error concealment algorithms of shape information for MPEG-4 video, IEEE Trans. Circuits Syst. Video Technol., 15 (6) (2005), pp. 778-783.
[6] M.-J. Chen, C.-S. Chen, and M.-C. Chi, Temporal error concealment algorithm by recursive block-matching principle, IEEE Trans. Circuits Syst. Video Technol., 15 (11) (2005), pp. 1385-1393.
[7] J. R. Chen, C. S. Lu, and K. C. Fan, A significant motion vector protection-based error-resilient scheme in H.264, in: Proc. IEEE 6th Workshop Multimed. Signal Process., (2004), pp. 287-290.
[8] J.-T. Chien, G.-L. Li, and M.-J. Chen, Effective error concealment algorithm of whole frame loss for H.264 video coding standard by recursive motion vector refinement, IEEE Trans. Consum. Electron., 56 (3) (2010), pp.1689-1698.
[9] K.-L. Chung, Y.-H. Huang, P.-C. Chang, and H.-Y.M. Liao, Reversible data hiding-based approach for Intra-frame error concealment in H.264/AVC, IEEE Trans. Circuits Syst. Video Technol., 20 (11) (2010), pp. 1643-1647.
[10] K.-L. Chung, W.-J. Yang, and W.-N. Yang, Reversible data hiding for depth maps using the depth no-synthesis-error model, Inf. Sci., 269 (2014), pp. 159-175.
[11] M.B. Dissanayake, C.T.E.R. Hewage, S.T.Worrall, W.A.C.Fernando, and A.M.Kondoz, Redundant motion vectors for improved error resilience in H.264/AVC coded video, in: IEEE Int. Conf. Multimed. Expo, (2008), pp. 25-28.
[12] J. Jia, H.-K. Kim, and H.-C. Choi, Polyphase downsampling based redundant picture coding for SVC error resiliency, in: Cong. Image Signal Process., 2 (2008), pp. 90-94.
[13] S.-J. F. Jiang, C.-H. Yeh, and M.-J. Chen, Cross-layer error resilient mechanism in scalable video coding, in: Asia Pac. Signal Inf. Process. Assoc. Annu. Summit Conf., (2009), pp 386-390.
[14] L.-W. Kang and J.-J. Leou, An error resilient coding scheme for H.264 video transmission based on data embedding, in: IEEE Int. Conf. Acoust., Speech, Signal Process., 3 (2004), pp. iii-257-iii-260.
[15] W.-Y. Kung, C.-S. Kim, and C.-C. J. Kuo, Spatial and temporal error concealment techniques for video transmission over noisy channels, IEEE Trans. Circuits Syst. Video Technol., 16 (7) (2006), pp. 789-803.
[16] J.-D. Lee, Y.-H. Chiou, and J.-M. Guo, Lossless data hiding for VQ indices based on neighboring correlation, Inf. Sci., 221 (2013), pp. 419-438.
[17] W.-N. Lie, T.C.-I. Lin, and C.-W. Lin, Enhancing video error resilience by using data-embedding techniques, IEEE Trans. Circuits Syst. Video Technol., 16 (2) (2006), pp. 300-308.
[18] W.-N. Lie, T. C.-I. Lin, D.-C. Tsai, and G.-S. Lin, Error resilient coding based on reversible data embedding technique for H.264/AVC, in: IEEE Int. Conf. Multimed. Expo, (2006), pp. 1174-1177.
[19] Z. Lu and W. A. Pearlman, Wavelet coding of video object by object-based SPECK algorithm, in: 22nd Pict. Coding Symp., (2001), pp. 413-416.
[20] H. Mansour, P. Nasiopoulos, and V. Leung, An efficient Multiple Description Coding scheme for the scalable extension of H.264/AVC (SVC), in: IEEE Int. Symp. Signal Process. Inf. Technol., (2006), pp. 519-523.
[21] C.-S. Park, H.-M. Nam, S.-W. Jung, S.J. Beak, and S.-J. Ko, Practical error concealment strategy for video streaming adopting scalable video coding, IEEE Trans. Consum. Electron., 55 (3) (2009),pp. 1606-1613.
[22] I. Radulovic, P. Frossard, Y. K. Wang, M. Hannuksela, and A. Hallapuro, Multiple description video coding with H.264/AVC redundant pictures, IEEE Trans. Circuits Syst. Video Technol., 20 (1) (2010), pp. 144-148.
[23] H. Schwarz, D. Marpe, and T. Wiegand, Overview of the scalable video coding extension of the H.264/AVC standard, IEEE Trans. Circuits Syst. Video Technol., 17 (9) (2007), pp. 1103-1120.
[24] H.J. Shiu, S.Y. Tang, C.H. Huang, R.C.T. Lee, and C.L. Lei, A reversible acoustic data hiding method based on analog modulation, Inf. Sci., 273 (2014), pp. 233-246.
[25] J. Tian, Reversible data embedding using a difference expansion, IEEE Trans. Circuits Syst. Video Technol., 13 (8) (2003), pp. 890-896.
[26] T. Tillo, M. Grangetto, and M. Olmo, Redundant slice optimal allocation for H.264 multiple description coding, IEEE Trans. Circuits Syst. Video Technol., 18 (1) (2008), pp. 59-70.
[27] T.-H. Wang, M.-J. Chen, M.-C. Chi, S.-F. Huang, and C.-H. Yeh, Computation-scalable algorithm for scalable video coding, IEEE Trans. Consum. Electron., 57 (3) (2011), pp. 1194-1202.
[28] G.-L. Wu, C.-Y. Chen, T.-H. Wu, and S.-Y. Chien, Efficient spatial-temporal error concealment algorithm and hardware architecture design for H.264/AVC, IEEE Trans. Circuits Syst. Video Technol., 20 (11) (2010), pp. 1409-1422.
[29] Z. Xiong, K. Ramchandran, M. T. Orchard, and Y.-Q. Zhang, A comparative study of DCT- and wavelet-based image coding, IEEE Trans. Circuits Syst. Video Technol., (9) 5 (1999), pp. 692-695.
[30] C.-C. Yang, G.-L. Li, M.-C. Chi, M.-J. Chen, and C.-H. Yeh, Prediction error prioritizing strategy for fast normalized partial distortion motion estimation algorithm, IEEE Trans. Circuits Syst. Video Technol., (20) 8 (2010), pp. 1150-1155.
[31] W.-J. Yang, K.-L. Chung, and H.-Y. M. Liao, Efficient reversible data hiding for color filter array images, Inf. Sci., 190 (2012), pp. 208-226.
[32] C.-H. Yeh, K.-J. Fan, M.-J. Chen, and G.-L. Li, Fast mode decision algorithm for scalable video coding using Bayesian theorem detection and Markov process, IEEE Trans. Circuits Syst. Video Technol., 20 (4) (2010), pp. 563-574.
[33] C.-H. Yeh, W.-Y. Tseng, and B.-Y. Chou, Mode decision acceleration for scalable video coding through coded block pattern, J. Vis. Commun. Image Represent., 23 (8) (2012), pp. 1167-1178.
[34] W.-C. Yen and S.-C. Tai, DCT-based image compression using wavelet-based algorithm with efficient deblocking filter, in: Fourth Annu. ACIS Int.l Conf. Comput. Inf. Sci., (2005), pp.489-494.
[35] P. Yin, B. Liu, and H.-H. Yu, Error concealment using data hiding, in: IEEE Int. Conf. Acoust., Speech, Signal Process., 3 (2001), pp. 1453-1456.
[36] L.-N. Zhang, C. Yuan, and Y.-Z. Zhong, A novel SVC VOD system with rate adaptation and error concealment over GPRS/EDGE network, in: Congr. Image Signal Process., 1 (2008), pp. 349-354.
[37] Y. Zhang ,Y. Zhao ,H. Bai ,C. Lin, K. Hang, and A. Wang, Error resilient scalable video transmission system using multiple description coding, in: Int. Conf. Comput., Meas., Control Sens. Netw., (2012), pp. 21-24.
[38] B. Zhao and E. J. Delp, Inter-layer error concealment for scalable video coding based on motion vector averaging and slice interleaving, in: IEEE Int. Conf. Multimed.  Expo, (2013), pp. 1-6.
[39] Z. Zhao, G. Kim, D. Y. Suh, and J. Ostermann, Comparison between multiple description coding and forward error correction for scalable video coding with different burst lengths, in: IEEE 14th Int. Workshop Multimed. Signal Process., (2012), pp. 37-42.
[40] L.-W. Zheng, G.-L. Li, M.-J. Chen, C.-H. Yeh, and J.-S. Wu, Computational controllable mode decision and motion estimation for scalable video coding, ETRI J., 35 (3) (2013), pp. 469-479.
[41] C. B. Zhu, Y.-K. Wang, M.M. Hannuksela, and L. Houqiang, Error resilient video coding using redundant pictures, IEEE Trans. Circuits Syst. Video Technol., 19 (1) (2009), pp. 3-14.

oleObject1.bin

oleObject56.bin

image37.wmf
11

, if 1.

LL

LL

RR

LdLL

RR

CMVMVEMVPMVL

--

¢

=+´+´=


oleObject57.bin

oleObject58.bin

image38.wmf
1

2

12

, if 1.

L

L

R

LLL

R

EMVMVMVL

-

-

--

=-´>


oleObject59.bin

image39.wmf
2

k

-


oleObject60.bin

image40.wmf
21

k

-


oleObject61.bin

image2.wmf
()

1

.

BD

D

TRTR

L

TR

MVMV

-

=´

uuuuuruuuur


oleObject62.bin

oleObject63.bin

image41.wmf
12

12

2

2

, if 1 and Layer 1 is not lost

 , 

,if 1 and Layer 1 is lost      

LL

LL

LL

LL

RR

dLL

RR

L

RR

dLL

RR

MVEMVMVLL

CMV

MVEMVCMVLL

--

--

-

-

ì

+´+´>-

ï

=

í

+´+´>-

ï

î


oleObject64.bin

image42.wmf
2

L

CMV

-


oleObject65.bin

image43.emf
0

10

20

30

40

50

60

70

Percentage (%)

Sequence

Inter-layer intra prediction 

in I frame

Inter-layer intra prediction 

in P frame

Inter-layer motion 

prediction in inter mode

Inter-layer residual 

prediction in inter mode


image44.jpeg




image45.jpeg




image46.jpeg
" S
v i, ;
HEALIRS EB'!!
3

e L





oleObject2.bin

image47.jpeg




image48.jpeg




image49.jpeg




image50.jpeg




image51.jpeg




image52.jpeg




image53.jpeg




image54.jpeg




image55.jpeg




image56.jpeg




image3.jpeg
List O reference

Current B

List I reference

TR,





image57.jpeg




image58.jpeg




image59.jpeg




image60.jpeg




image61.jpeg




image62.jpeg




image63.jpeg




image64.jpeg




image65.jpeg




image66.jpeg




image4.wmf
m


oleObject3.bin

image5.wmf
0

o

f


oleObject4.bin

image6.wmf
1

o

f


oleObject5.bin

image7.wmf
o

d


oleObject6.bin

image8.wmf
h

d


oleObject7.bin

oleObject8.bin

oleObject9.bin

image9.wmf
f


oleObject10.bin

oleObject11.bin

oleObject12.bin

image10.wmf
0

h

f


oleObject13.bin

image11.wmf
1

h

f


oleObject14.bin

oleObject15.bin

image12.wmf
01

,

ooo

dff

=-


oleObject16.bin

image13.wmf
2,

ho

ddm

=+


oleObject17.bin

image14.wmf
01

2

,

oo

ff

f

+

êú

=

ëû


oleObject18.bin

image15.wmf
0

2

0

2

 ,

h

h

h

d

h

d

ff

ff

ì

éù

=+

ïêú

í

êú

=-

ï

ëû

î


oleObject19.bin

oleObject20.bin

oleObject21.bin

oleObject22.bin

oleObject23.bin

oleObject24.bin

oleObject25.bin

oleObject26.bin

oleObject27.bin

oleObject28.bin

oleObject29.bin

oleObject30.bin

oleObject31.bin

oleObject32.bin

image16.wmf
01

,

hhh

dff

=-


oleObject33.bin

image17.wmf
mod2,

h

md

=


oleObject34.bin

image18.wmf
01

0

2

22

1

2

, where , .

o

hh

h

o

o

d

ff

o

d

o

d

ff

fd

ff

+

ì

éù

=+

ïêú

êú

êú

==

í

ëû

ëû

êú

=-

ï

ëû

î


oleObject35.bin

image19.jpeg
Recelved successtully





image20.jpeg
Enhancement Layer

Quantization

Coding

Entropy

Texture
Motion Compensated . Baneliey erCod
and Intra Prediction Motion ¥ 4
Y
|
LS
Spatial A
Decinstion »| Interpolation |«
Base Layer
DCT Quantization Entropy Codin; Multiplex
Texture A
Motion Compensated A Bast R Codin
and Intra Prediction Motion Y .





image21.jpeg
22O TGO

16 _x 1 block

<—Eala embeddin%

[Extract index of]

4
Band 7|
6

the coefficient
inband0t0 6 | |Bandsg

Band 9|

Quantization





image22.emf
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-5 -4 -3 -2 -1 0 1 2 3 4 5

Probability

Coefficient

Akiyo

Bus

City

Coastguard

Dancer

Football

Foreman

Highway

Mobile

News

Stefan

Waterfall

All


image23.wmf
1131515

13131515

,

15152222

15152222

wavelet

Q

éù

êú

êú

=

êú

êú

ëû


oleObject36.bin

image24.wmf
[9131315131517171717191919191921].

DCT

Q

=


oleObject37.bin

image25.wmf
1,,

1

,

1

()

, if 1,

N

LnLn

n

N

Ln

n

MVw

LL

w

EMVPMVL

-

=

=

´

å

¢

=-=

å


oleObject38.bin

image26.wmf
L

EMV


oleObject39.bin

image27.wmf
1,

Ln

MV

-


oleObject40.bin

image28.wmf
L

PMV

¢


oleObject41.bin

image29.wmf
,

Ln

w


oleObject42.bin

oleObject43.bin

oleObject44.bin

image30.wmf
1,

Ln

MV

-


oleObject45.bin

oleObject46.bin

oleObject47.bin

image31.wmf
1,,

1

11

,

1

1,,

1

1

,

1

()

()

,if 1 and 1

 ,

0,               if 1 and 1

N

LnLn

n

LL

N

LL

Ln

n

N

LnLn

n

L

N

L

Ln

n

MVw

RR

LL

RR

w

L

MVw

R

L

R

w

PMVLPMV

PMV

LPMV

-

=

--

=

-

=

-

=

´

´

ì

å

´=´-<

ï

å

ï

¢

=

í

å

ï

=´-³

ï

å

î


oleObject48.bin

image32.wmf
L

PMV


oleObject49.bin

image1.wmf
0

,

B

D

TR

L

TR

MVMV

=´

uuuuuruuuur


image33.wmf
L

R


oleObject50.bin

oleObject51.bin

oleObject52.bin

image34.wmf
2

k

-


oleObject53.bin

image35.wmf
21

k

-


oleObject54.bin

image36.wmf
d

MV


oleObject55.bin

