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Image registration is often a required and a time-consuming step in blood flow analysis of large microscopic video sequences
in vivo. In order to obtain stable images for blood flow analysis, frame-to-frame image matching as a preprocessing step is
a solution to the problem of movement during image acquisition. In this paper, microscopic system analysis without
fluorescent labelling is performed to provide precise and continuous quantitative data of blood flow rate in individual
microvessels of nude mice. The performance properties of several matching metrics are evaluated through simulated image
registrations. An automatic image registration programme based on Powell’s optimisation search method with low
calculation redundancy was implemented. The matching method by variance of ratio is computationally efficient and
improves the registration robustness and accuracy in practical application of microcirculation registration. The presented
registration method shows acceptable results in close requisition to analyse red blood cell velocities, confirming the
scientific potential of the system in blood flow analysis.

Keywords: microcirculation; blood flow; image registration

1. Introduction

Microcirculation is crucial in maintaining tissues and

organs, due to delivering oxygen and nutritious materials.

Nowadays, it is well known that microcirculation has a

lot to do with every kind of critical disease (Mchedlishvili

1998). In order to identify its characteristics and its

relationship to each disease, it is essential to measure

the blood flow accurately. Furthermore, microcirculatory

study is important for understanding the amount of the

blood supplied in the local tissue, such as in the tumour

of a laboratory mouse. The examination of tumour

microvascular mechanisms, such as quantification of

tumour vascular response by monitoring the blood flow

information at each local capillary, is an effective way to

identify specific tumours, and has been studied extensively

in mouse models (Jain and Ward-Hartley 1984; Hori et al.

1991). Several studies on tumour microcirculation by

intravital video microscopy (IVVM) have been presented

to allow dynamic observation of red blood cell (RBC)

activity in the microcirculation of intact organs and tissues

in live animals (Sugii et al. 2002; Iga et al. 2006).

Large serial sets of microscopic images are usually

required for analysing microcirculatory videos in vivo in

which various imaging modalities provide different and

unique information. There are several kinds of methods of

RBC velocity estimation using space–time diagrams. They

have been comprehensively investigated both experimen-

tally and theoretically (Jeong et al. 2006; Dobbe et al. 2008).

However, movement of the subject caused by regular

heartbeats can result in unstable images that hamper the

vessel recognition and velocity measurements. In order to

obtain stable images for blood flow analysis, frame-to-frame

image matching as a preprocessing step is an effective

solution to the motion problem. Furthermore, image

registration is a prerequisite and time-consuming step. A

typical method for solving the registration problem is

usually a mathematical optimisation process, using a cost

(or similarity) function to quantify the quality of the

alignment of the two images for given geometric

transformations including translation, affine and projection.

In practice, only the translation component of motion was

determined neglecting any rotation effects for a continuous

series of microscopic vessel images. It usually relies on the

alignment in the horizontal and vertical directions for which

the use of an optimisation method is crucial for obtaining

automatic, rapid, robust and precise registrations. Presently,

most attention has been focused on some aspects of the

problem, such as defining measure of match or objective

functions and certain search methods (Maes et al. 1999;

Matsopoulos et al. 1999, 2003; Jenkinson and Smith 2001).
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The metric evaluates the similarity between the two images.

Several image similarity measures have been proposed.

They can be classified depending on the theoretic

foundations:

. Correlation measures. The intensity values of each

image are analysed and the alignment is achieved

when a certain correlation measure is minimised (or

maximised). Usually, a priori information is used in

these fast metrics.
. Intensity occurrence. These measures depend on the

probability of each intensity value and are based on

information theory.
. Geometrical features. A segmentation process

detects some features and then they are aligned.

These methods obtain volume accuracy and they do

not have high computational cost. Nevertheless, there is a

great dependence on the initial segmentation results.

The optimiser searches the maximum (or minimum)

value as the metric varies the spatial transformation. A lot

of numerical methods have been developed in order to

obtain the global extreme of a non-analytical function. The

following methods are the most used in medical image

registration: Powell’s method, gradient descent, one-plus-

one evolutionary and the simplex method. The choice of

method will depend on the implementation criteria and the

measure features (smoothness, robustness, etc.).

In this paper, an applicable automatic registration

scheme is proposed and applied in the evaluation of

existent metric for the capillary blood flow video sequence

in tumour regions of nude mice with severe combined

immune deficiency (SCID).We allow employing a strategy

with highly accurate and rapid registration, with its

objective function based on the feature-based or intensity-

based matching technique. In addition, to examine the

blood cell flow velocity in each local capillary, the

microscopic system without fluorescent labelling provides

precise and continuous quantitative data of blood flow rate

in individual small vessels.

2. Materials

2.1 Animal origin and tumour

Female nude mice with SCID, 7–12 weeks old and with an

average weight of 16–17 g, were used for tumour blood

flow measurements and vital microscopic observations

under anaesthesia (Figure 1). After tumour cells were

implanted and grown in the back leg muscle, the nude

mice were imaged for capillary blood flow in the tumours

using the M320 system (JMC Corporation, Kyoto, Japan).

2.2 Microscopy and image acquisition

Many different blood flow measurement techniques have

been proposed (Sugii et al. 2002; Iga et al. 2006; Jeong

et al. 2006). The electromagnetic blood flowmeter and

ultrasonic Doppler flowmeter are useful for larger blood

vessel measurement, but not suitable for microcirculation.

In general, IVVM involves the use of a fluorescence

microscope in a living animal for real-time observing,

monitoring and recording, and can be applied in the

quantitative analysis of specific variables and events.

However, some detrimental effects as given may arise

with fluorescence microscopy on living tissues, below.

(1) The fluorophore itself may interfere with the signalling

pathway or alter cellular function in some way.

(2) The excitation light itself may damage the living

tissue, which may affect the behaviour of the sample or

even cause its death.

(3) The effect arises as a result of the combination of

fluorophores, and excitation light is clearly not an

option with live cell imaging.

Our microscopic system without fluorescent labelling

provides precise and continuous quantitative data of blood

flow rate in individual small vessels. The wavelength and

illumination are key parameters of the light source in a

microcirculation imaging system. The penetration capa-

bility of light depends on the filter wavelength. Generally,

a longer wavelength will result in deeper penetration

under skin but with worse resolution (see Equation (1)).

Therefore, the wavelength of the light source should be

chosen properly to obtain correct and clear images which

can be used to analyse blood flow or morphologic features

accurately. Absorption of blood under the skin is another

important consideration that will influence the contrast or

clarity of the image. According to the absorption spectrum

of haemoglobin, the 532-nm wavelength is strongly

absorbed by oxygenated haemoglobin, giving it a superior

probing ability for RBCs in capillaries. Theoretically, a

green light source (500–550 nm) is more suitable for

(a) (b)

Figure 1. (a) Nude mouse with SCID. Tumour cells
implantation is within the red circles, (b) the microcirculation
in the tumour region observed after an easy surgical treatment
of surface.
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achieving good image quality:

rAiry ¼ 1:22
l

2 £ NA
; ð1Þ

where l is the wavelength of light and NA is the numerical

aperture of the objective lens (Wu et al. 2007).

The technique of window scanning is used in this

application. Commonly used techniques such as horizontal,

vertical or diagonal pixels scan are much more efficient for

sampling spatial information on the surface of the tumour

target. A comparison of the two scanning techniques,

horizontal and vertical, is shown in Figure 2. Both scanning

techniques move on the constructed geometry signature

with a distance of 1mm per line. The geometry of the

scanning is able to gather the amount of data needed to

achieve retrieval.

2.3 Capillaries microcirculation on nude mice

Microcirculation includes arterioles, capillaries and

venules; the capillaries lie or connect between the arterioles

and venules. Capillaries form extensive branching net-

works, which are the smallest and most numerous blood

vessels in the body, dramatically increasing the surface

area available for the rapid exchange of molecules. In

microcirculation, true capillaries are thin vessels which

allow one RBC to pass. Pre-capillaries are vessels lacking

complete coats, intermediate just to the arterial side of a

capillary, and are about 3–5 times the diameter of a

capillary. They not much different from a capillary in other

aspects. Moreover, pre-capillaries and capillaries branch

off from metarterioles and terminal arterioles. Within

medical anatomical considerations of microcirculation,

capillary microcirculation in the skin of mice can be

observed and displayed using the microscopic system

without fluorescent labelling, as shown in Figure 3.

3. Registration methodology

In this study, image registration algorithms of intensity-

based and feature-based matching techniques are

evaluated. The registration process is divided into three

major steps, as illustrated in Figure 4. The first step is

image preprocessing. In this step, a clear image is chosen

as a reference by quality assessment, and the preprocessing

property and down-sampling are used to produce images

from fine to coarse resolution for the floating images

and reference image. The second step is a coarse initial

alignment using a fast optimisation search which is based

on many values for similar images in video sequences. In

order to achieve a highly accurate registered image, the

final step is to fine-tune the alignment between the original

reference and floating images according to the initial

values.

3.1 Image preprocessing of video sequence

3.1.1 Quality assessment of reference image

The quality of the reference image is essential for the

accuracy of image registration. Selecting good reference

images from a sequence of frames can efficiently depress

the false rejection rate and false acceptance rate of

the recognition system. However, the evaluation function

of image quality should have several characteristics:

(a) (b) (c)

Figure 2. Microscopic system for lighting and a sampling scheme. (a) M320 (JMC Corporation, Kyoto, Japan) using a closed-circuit
video system consisting of a CCD video camera, an LCD monitor and a video recorder. The video recorder acquires real-time blood flow
video of microcirculation at £ 380 magnification, with a special resolution of 1.42mm and a image sampling rate of 30 frames per
second, and the static image pixel matrix size is 720 £ 480. Two scanning directions on the tumour target are shown in this illustration,
(b) horizontal and (c) vertical directions.

(a) (b) (c)

(d) (e) (f)

Figure 3. The microcirculation in capillaries on nude mice is
observed as shown in this illustration. Various patterns of micro-
vessels are shown, such as (a) breathing vessels, (b) capillary,
(c) pre-capillary and (d)–(f) complex capillaries.
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(a) agonic, (b) single peak, (c) high sensitivity, (d) high

SNR and (e) low computation. The common evaluation

methods for focusing are as follows: (Winkler 1999;

Wang et al. 2004; Wei et al. 2005):

(1) High frequency component. Perform the fast Fourier

transform on an image and extract the high-frequency

component as the focus evaluation, which has a large

computation cost and is not suitable for real-time

measurement.

(2) Smoothness. The smoothness between the adjacent

pixels is calculated. The smoothed pixels are

summed as the focus evaluation function. The

maximum value is the focus criterion. This method

has low sensitivity.

(3) Threshold integration method. Choose a threshold

according to the grey distribution. Sum the grey

values above the threshold. The maximum value is

the focus criterion. This method has low precision.

(4) Grey difference method. This method makes use of

the absolute value of adjacent pixels as the focus

criterion function. To each pixel of an image, the step

summation on the x-axis and y-axis is calculated in

Equation (2),

DðiÞ ¼
X
ðx;yÞ

{j f iðx; yÞ2 f iðx; y2 1Þj

þ j f iðx; yÞ2 f iðx2 1; yÞj};

where i ¼ 0; 1; . . . ;m andm [ Z:

ð2Þ

When the image is focused, i ¼ 0; 1; . . . ;m, D(i) is

the maximum value. From observation, motion blur

is mainly caused by factor-oriented abnormity which

affects the imagequality. Sincemotionblur occurswhen

the pixels overlap along themoving direction, it leads to

the grey level difference between neighbouring points

getting smaller. So the grey level difference can be used

to evaluate the motion blur. We can then choose the

clearest image as reference by searching this maximum

of D(i). An example is shown in Figure 5.

3.1.2 Down-sampling and preprocessing property

Usually, this is a common approach for registration.

The original images are down-sampled to speed up the

registration convergence. For instance, in this study,

the image pixel matrix is up to 720 £ 480 pixels. With a

scale factor of two, an image is down-sampled to about

360 £ 240 pixels prior to the processing stage. Sometimes,

the Gaussian filter is employed as the preprocessing

property to smooth the down-sampled images, and it can

improve the registration performance and avoid local

extremes using low pass smoothing.

3.2 Measurement of metric

Serial image sequences of the same modality are acquired,

and they have the same resolution in space and grey scale.

The highest-quality image is selected as the reference

(denotedwithR)whereas the others are referred to asfloating

(denoted as F). The floating images are aligned with the

reference image in space by translating the floating image.

In general, the alignment is solved either manually or by

computer-based (semi-)automatic registration techniques.

Manual registration is shown to be error-prone, time

consuming and probably biased. Computer-based methods

use either intensity-based registration or feature-based

registration. Intensity-based registration with different

similarity metrics has been generally adopted; these include

correlation measures and intensity occurrence. Feature-

based matching techniques do not use the grey values to

describematching entities, but use image features derived by

a feature extraction algorithm. The formof the description as

well as the type of features used for matching depends on the

task to be solved. Evaluation of registration strategies for

large serial sets of microscopic images is strongly related to

Image quality
assessment

(Microcirculatory
video sequence)

Measurement
of matching

Measurement
of matching

Geometric
transformation

Geometric
transformation

Optimisation local search
by Powell’s method

Slight search
by direct method

Registration
results

(a)

(b)

(c)

Reference
image

Uniform random
generator

Image
pre-processing

Image
pre-processing

Down-samplingDown-sampling

Figure 4. Typical block diagram of automatic registration. (a)
Assessment of reference image and preprocessing applied to
video sequences. (b) Coarse and fast alignment by an
optimisation search. (c) Precise alignment by fine searching
with the search range depending on the specific ratio of down-
sampling.
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the work of measurement of metric. A brief introduction of

matching metric is summarised as follows:

3.2.1 Correlation measures

. Sum of absolute differences (SAD). It uses the

absolute summed grey-level differences between

R and F images to minimise the distance given by

the following equation:

SAD ¼
X
x;y

jrðx; yÞ2 f ðx; yÞj; ð3Þ

where rðx; yÞ and f ðx; yÞ are the grey levels of

reference and floating images, respectively, and the

sum is taken over the size of the window.
. Variance of ratio (VR). If rðx; yÞ is the grey value of a

pixel at (x,y) in the reference image and f ðx; yÞ is the
value of the corresponding pixel in the floating

image, let ratioðx; yÞ ¼ rðx; yÞ=f ðx; yÞ. The regis-

tration technique is based on the assumption that

ratioðx; yÞ is maximally uniform across pixels when

the two images are accurately registered. If dratio is

the standard deviation of ratioðx; yÞ over all

templates within the reference and mratio is the

mean value of ratioðx; yÞ over the template within

the floating image, the algorithm uses dratio=mratio

as a measure of how well the two image sets are

registered. A detailed description of this objective

function is provided in the literature (Woods et al.

1992).

. Normalised cross-correlation (NCC). Using image

correlation to measure the similarly of matching

between the reference frame and the floating frame,

the cross-correlation function equation is described

as follows:

where f mðx; yÞ and gmðx; yÞ indicate the intensity at

coordinates R and F in the window in successive

frames, �f and �g show the average intensity in

windows, (k,l) is the moving vector of the window

between frames and N is the number of pixels in the

window. By scanning on the second image for the

highest point of the ratio, the displacement volume

can be determined. In this method, measurement

based on image intensity was made on a pixel basis

and results could only be obtained under scattering

conditions. Continuous results can be obtained by

formulating correlation values between pixels with

the maximum ratio and adjacent pixels using the

quadratic equation. The coordinate that has the

maximum value is regarded as the one with

maximum correlation. A detailed description of

this objective function is provided in the literature

(Avants et al. 2008).
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Evaluation of image quality

(a) (b) (c)

Figure 5. (a) Image quality in video sequence is evaluated, and (b) then the best clear image with the highest value is chosen as the
reference image (c) images with low values are defocused or motion blurred ones.

CCORðk; lÞ ¼
ð1=NÞ

PN21
m¼0ðf mðx; yÞ2

�fÞðgmðxþ k; yþ lÞ2 �gÞ
� �

ð1=NÞ
PN21

m¼0ðf mðx; yÞ2
�fÞ2ð1=NÞ

PN21
m¼0ðgmðxþ k; yþ lÞ2 �gÞ2

� �1=2
; ð4Þ
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3.2.2 Intensity occurrence

. Mutual information (MI). MI (Huang et al. 2003) is an

information theoretic measure and was proposed for

use in image registration by two independent groups.

The basic concept behind the use of this measure is to

find a transformation. The MI of two images R and F

is then defined by summing all grey value pairs at

corresponding positions, regarded as random vari-

ables X and Y and their intensity values at a certain

coordinate in the images as the joint outcome of a

randomexperiment. TheMI betweenX andY, denoted

as IðX; YÞ, is a measure for the statistical dependency

between both variables. The MI between two random

variables X and Y is defined as

IðX; YÞ ¼ HðXÞ2 HðXjYÞ ¼ HðYÞ2 HðYjXÞ

¼
X
x[X

X
y[Y

pðx; yÞ log
pðx; yÞ

pðxÞpðyÞ
: ð5Þ

MI represents the amount of information that one

random variable, the output of the channel, gives (or

contains) about a second random variable, the input of

the channel, how much the knowledge of X decreases

the uncertainty of Y. Therefore, I(X,Y) is a measure of

the shared information between X and Y.

3.2.3 Geometrical features matching

Feature-based matching is a powerful method for medical

image registration, such as retinal images. A wide range of

operators for image enhancement and detection has been

described in the literature (Matsopoulos et al. 1999). In this

similar case of vascular images, after preprocessing of

feature extraction two binary images of the vascular vessels

are obtained, BR and BF . The coarse alignment is based on

localised correlation of binary templates in binary images.

The calculation of the correlation is performed using an

XOR operation between BR and BF data in order to find all

pixels set to different values. Here, XOR is tested by

developing an objective function defined as follows:

M ¼ argmax
XORðBR; TðBFÞÞ

H £W
; ð6Þ

where H £ W is the size of the overlap. The search pattern

is moved over the binary image by the search method and

the correlation can be mathematically formulated as the

maximisation. The number of bits agreeing at each location

is taken as a final measure of the result.

3.3 Optimisation search

Typically search algorithms may use either a direct

method or a mathematical method. The use of the former is

restricted almost completely to applications relying on

very sparse information. The mathematical search

methods that exist are suitable for global or local

optimisation (Matsopoulos et al. 2003). Some global

optimisation methods exist (such as genetic algorithms

and simulated annealing). Many of the methods require a

very large number of iterations to satisfy statistical

convergence criteria. It is, therefore, the speed of the

global optimisation methods that is the limiting factor for

their successful application to this problem (Jenkinson and

Smith 2001). Although some existing global optimisation

techniques may be viable, the majority of existing

registration methods opt for local optimisation methods,

such as Powell’s direction set method (PDSM), gradient

descent, downhill simplex methods and so on, in order to

increase speed. PDSM was found to often yield the best

optimal solution among these methods (Xu and Dony

2004). It only requires evaluations of the cost function

itself and not of its gradient. Despite its strengths, its

performance is found to be strongly dependent on the

initial solution, and the global solution is not guaranteed.

Generally, this drawback can be improved using a

combined simplex (Plattard et al. 2000), a method hybrid

genetic scheme (Hsiao et al. 2001) and a multi-resolution

algorithm (Jenkinson and Smith 2001) to solve the desired

global minimum, which is hidden among many local

minima.

Powell’s direction set algorithm is selected to perform

the optimal search in this study. It is quadratically

convergent, which makes it one of the fastest methods for

solving non-linear minimisation problems. A key idea of

Powell’s method is to select a starting point Pðp1; . . . ; pnÞ
in parameter space with a uniform random generator,

which avoids getting stuck in local minima as much as

possible, and minimise the cost function along some

chosen direction vector n using a 1-D minimiser such

as bracketing or Brent’s parabolic method. The most

appreciated scheme for choosing successive directions is

the conjugate gradient method, which we now briefly

describe. When the cost function is minimised along the

direction n, the gradient in the obtained minimum is

necessarily perpendicular to that direction. If it were not,

that would mean that the projection of the gradient to that

direction is non-null, which would in turn mean that the

point was not really a minimum. The cost function may be

expanded in a Taylor series around that minimum:

f ðpÞ ¼ f ðPÞ þ
X
i

›f ðPÞ

›pi
pi þ

1

2

X
i

X
j

›2f ðPÞ

›pi›pj
pipj

þ . . . ¼ f ðPÞ2 b�pþ
1

2
p†H�p; ð7Þ

where b is the negative gradient of f and H is the Hessian

matrix of second partial derivatives of f at P. The gradient

W.-C. Lin et al.6
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is then simply expressed as

7f ðPÞ ¼ H�p2 b: ð8Þ

From Equation (8), we may immediately deduce the

change in the gradient along the chosen direction:

dð7f ðPÞÞ ¼ dðH�p2 bÞ ¼ H�ðdpÞ: ð9Þ

To adopt the best possible direction from the found

minimum P, the method must seek an orthogonal direction

to the former direction vector, which obviously has to

point along the direction of the gradient. If the former

direction is denoted with n and the new direction is

denoted with m, then

n�dð7f ðPÞÞ ¼ n�H�m ¼ 0: ð10Þ

When Equation (10) holds for vectors n and m, they are

said to be conjugate. For as long as the minimisation is

done only in conjugate directions, a single minimisation

along a given direction is necessary, which implies

quadratic convergence. Note that there is no need to

compute the gradients at any point, only the orthogonal

condition is used. This enables PDSM to preserve its

derivative-less nature.

Our implementation closely follows the algorithm

described in Lu et al. (1995). For Powell’s method, we

consider a two-dimensional minimisation function f ðx; yÞ.
In principle, we can always minimise the function in the

directions of x and y successively. However, this could take

many steps to reach the global minimum point. Obviously,

what we need is a better set of directions. Powell’s method

uses the averaged direction as a new direction to search for

the minimum in each iteration. After each iteration, in

which all directions in the set are optimised in turn, the

overall distance moved in parameter space in that iteration

is taken as a new direction. Owing to differences in image

resolution and parameters used in object function,

different parameters are considered and optimised over

influence optimisation performance and registration

robustness. As optimisation in image registration is to

maximise similarity, similarity metric values, as functions

of transformation parameters, comprise the objective

function, henceforth denoted as f(x,y). Powell’s optimis-

ation problem is formulated as minimisation problem and,

thus, without the loss of generality, it is understood that for

image registration, the goal is to minimise 2f ðx; yÞ.

4. Validation methodology

Image preparations of simulation video sequences are

performed using a static image of capillaries and a nude

mouse subject. Three different condition studies are

simulated: video sequences are acquired at many different

levels of motion blur, noisy translation and reflection

illumination effect. The purpose of this set of experiments

is to evaluate the accuracy of the present alignment

algorithms, and to assess its quantitative effects in actuality

and speed in operation.

4.1 Blood flow change at vascular tree

In order to extract the precise area of vessels, the first

step of processing is to increase virtual visibility.

A mathematical morphology operation is performed. The

virtual image is filtered using a greyscale opening with a

flat structuring element (SE) of diameter larger than the

maximum width of the retinal vessels. The opened image

is then subtracted from the original image according to the

following equation:

Ienchanced ¼ Ioriginal 2 ðIoriginal†SÞ

¼ Ioriginal 2 ðIoriginalQðSÞ%SÞ; ð11Þ

where S is the flat SE,Q is greyscale erosion operation and

% is greyscale dilation operation. Greyscale erosion

operation is the process of placing the SE under the grey

level of image I. In the resultant enhanced image

(Figure 6(b)), it is noted that the morphological operation

enhances vessel visibility in accordance with a diameter

greater than the largest width of the virtual vessels.

In the second step to yield description of vessel-like

patterns, a simplistic matched filter via Gaussian smooth-

ing and vascular detection is convoluted based on the

theory described in the literature (Matsopoulos et al. 1999).

The result of vascular tree segmentation using Gaussian

matching filter is shown in Figure 6(c). Moreover, blood

flow change with time in vessels is different between

similar frames. It is assumed that one RBC is 8–11mm in

diameter and it should fill a circle 8–11 pixels in diameter

(a)

(d) (e)

(b) (c)

Figure 6. Segmentation of vascular tree original greyscale
image (a), after morphological enhancement (b) vascular tree
segmentation using Gaussian matching filter(c), the simulation
result of random blood flow at vascular tree (d). (e) An
enlargement of the rectangular region in (d), with the original
image on left side and simulated blood flow on right.
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and can be randomly located anywhere in the vessel.

The random cells are placed by Gaussian distribution

function using uniform random numbers, in which it is

possible to use standard deviation for dominating

volumes of various density vessels. The intensity of one

RBC ranges randomly from 0 to 10 levels of greyscale,

which closely approximates the actual images as shown

in Figure 6(d) and (e).

4.2 Displacement for simulation and measurement of
alignment errors

Within this work, the simulated displacement of virtual

blood flow images was first to verify our registration

method. The mechanical simulations gave random

positions from 0 to 50 pixels as a displacement of time.

From these positions at each time step, a 2D magnified

image sequence was simulated using microscopic image

formation equations that consider motion blur, noisy

translation and reflectance illumination effects. After

simulating with the eccentric condition in actuality, the

distance between registered image and reference image

was determined. A least squares approach was applied to

construct a single measurement of Euclidean distance

using the root mean square error (RMSE) function. The

distance was excluded from the analysis. The mean error,

standard deviation of error and maximum error were

calculated as accuracy estimation overall. The correlation

coefficient (CC) is also calculated to serve as the

robustness estimation for the trials registration. All

displacements for simulation are implemented from 50

randomly generated transformations as described in this

section.

4.3 Motion blur

Many types of motion blur can be distinguished, all of

which are caused by relative motion between the camera

and the object. This can be in the form of a translation, a

rotation, a sudden change of scale or some combination of

these. In this study, only the important type, translation,

was included. When the object translates at a constant

horizontal velocity during the exposure interval, the

discrete equivalent point-spread function makes use of the

blurring distance L, which is the number of additional

points in the image resulting from a single point the

in original scene. The blur image caused by regular

heartbeats can be simulated at horizontal and vertical

velocities given by

hði; j; k; lÞ ¼ hði2 kÞ

¼

1
Lþ1

; o # i2 k # L; j ¼ l

0 otherwise

(
ð12Þ

4.4 White noise in image

Real images are often degraded by some random noise.

Noise can occur during capture or transmission. White

noise is frequently applied as the approximation of worst

degradation. A special case of white noise is Gaussian

noise. Gaussian noise in image is fabricated by the density

function, which is a very good approximation to realistic

noise. Test-moving images were generated by adding

different levels of Gaussian noise to the original images,

and transforming the noise-corrupted images according to

random transformations. The adopted Gaussian noise has

zero mean with standard deviation l.

4.5 Surface reflectance and illumination effect

When light is incident on a boundary interface between

two different media with a microscopically smooth and flat

material surface, such as float glass, the incident and

reflected light rays make the same angle with the normal to

the reflecting surface, producing specular reflection. If the

material surface is ‘rough’, not microscopically smooth,

diffuse reflections will occur. The reflection of light by a

surface can be studied using optics. Two approaches were

applied in the study of reflection.

Considering reflectance illuminated by a parallel light

source, we assume that the shape of the threads can be

approximated by a Gaussian function as a distribution

function of the radiance around the direction of ideal

reflection,

LðxÞ ¼ k exp
2x2

2s2

� �
: ð13Þ

The standard deviation is used as a parameter to describe

the degree of the surface, because the specular reflection

and diffuse reflection are defined between low and high

degree, respectively. The parameter k which denotes the

intensity of illumination amplitude is created using

uniform random numbers from 1 to 3 levels.

Figure 7 demonstrates the influences of various

conditions as described above in the simulations.

5. Results and discussion

There are a lot of aspects to be evaluated with the present

method of matching, including the robustness, the

accuracy and the speed using simulated and real data.

To investigate the characteristic of the present alignment

algorithms, validation experiments were performed using

simulation images. All of the present methods are run in

Cþþ on a personal computer (Intel Core CPU, 2.33GHZ,

RAM 4G). The quantitative analysis results are summar-

ised in Tables 1–4. The variation of registration errors is

small for different controlled values, indicating that all

W.-C. Lin et al.8
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Table 1. Estimations by motion blur effect at vertical velocity (n ¼ 50). RMSE and CC values are listed.

Matching metric SAD VR NCC MI GFM

L ¼ 10
r 1.000 1.000 1.000 1.000 1.000
RMSE

(CC)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
L ¼ 20
r 1.00 1.00 1.00 1.00 0.999
RMSE

(CC)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.02 ^ 0.14

(1.00)
L ¼ 30
r 0.999 0.998 1.000 1.000 0.971
RMSE

(CC)
0.04 ^ 0.20

(1.00)
0.48 ^ 0.50

(1.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
2.82 ^ 1.04

(5.00)
Total
r 0.999 0.999 1.000 1.000 0.999
RMSE

(CC)
0.01 ^ 0.07

(1.00)
0.16 ^ 0.17

(1.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.95 ^ 0.40

(5.00)

(a) (b) (c) (d)

Figure 7. Examples of simulation effects. (a) Displacement. Top panel is original image and bottom panel is original image with
displacement. (b) Motion blur effect. Top panel is motion blur effect with L ¼ 20 horizontal velocity and bottom panel is motion blur
effect with L ¼ 20 vertical velocity. Original images with white noise as shown in (c), top panel is SNR ¼ 29, bottom panel is SNR ¼ 21.
Illumination effect as shown in (e), k ¼ 1, s ¼ 150 in top panel, k ¼ 2, s ¼ 150 in bottom panel.

Table 2. Estimations by motion blur effect at horizontal velocity (n ¼ 50). RMSE and CC values are listed.

Matching metric SAD VR NCC MI GFM

L ¼ 10
r 1.000 1.000 1.000 1.000 1.000
RMSE

(CC)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
L ¼ 20
r 1.000 1.000 1.000 1.000 0.998
RMSE

(CC)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
1.48 ^ 0.90

(3.16)
L ¼ 30
r 0.991 0.998 1.000 1.000 0.960
RMSE

(CC)
1.39 ^ 0.20

(1.41)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
3.16 ^ 0.54

(4.12)
Total
r 0.997 0.999 1.000 1.000 0.986
RMSE

(CC)
0.46 ^ 0.07

(1.41)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
1.55 ^ 0.48

(4.12)
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registration methods are accurate. For simulated images,

the MI-based matching method is used in image alignment

because of its insensitiveness to illumination changes and

allows for fully automated alignment. Although segmen-

tation, feature extraction or any other type of preproces-

sing are not required for the calculation of similarity

measures, MI has the shortcoming of complex compu-

tation. Feature-based matching techniques do not use the

grey values to describe matching entities, but image

features are derived by a feature extraction algorithm. The

approach assumes that point correspondence is available

between the images. The binary images of vessel

structures are obtained using a Gaussian filter for the

registration process which maximises the computed

similarity measure. Feature-based matching computation

is faster than MI, but it requires sophisticated image

processing for feature extraction and its matching depends

on the robustness of feature detection. As a result, the

image matching precision is not as good as that of the

intensity-based matching with motion blur effect.

Furthermore, the matching stability is greater with lower

complexity in operation and shorter matching time

between the reference image and the target image for the

methods such as the SAD, VR and NCC. This study finds

that NCC is the most effective metric with average errors

less than 1 pixel, and the CC greater than 1 for most cases,

with three simulation effects: motion blur, noise and

illumination effect. Table 5 lists the performance measures

Table 3. Estimations by noise effect (n ¼ 50). RMSE and CC values are listed.

Matching metric SAD VR NCC MI GFM

SNR ¼ 62
r 0.999 1.000 1.000 1.000 1.000
RMSE

(CC)
0.02 ^ 0.14

(1.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
SNR ¼ 29
r 0.999 0.999 1.000 0.998 0.999
RMSE

(CC)
0.02 ^ 0.14

(1.00)
0.04 ^ 0.20

(1.00)
0.00 ^ 0.00

(0.00)
0.38 ^ 0.51

(1.41)
0.04 ^ 0.20

(1.00)
SNR ¼ 21
r 0.999 0.999 0.999 0.998 0.999
RMSE

(CC)
0.28 ^ 0.49

(1.41)
0.25 ^ 0.45

(1.41)
0.22 ^ 0.44

(1.41)
0.87 ^ 0.65

(3.16)
0.06 ^ 0.24

(1.00)
Total
r 0.999 0.999 0.999 0.998 0.999
RMSE

(CC)
0.11 ^ 0.26

(1.41)
0.10 ^ 0.22

(1.41)
0.10 ^ 0.22

(1.41)
0.42 ^ 0.39

(3.16)
0.03 ^ 0.15

(1.00)

Table 4. Estimations by illumination effect on surface reflectance (n ¼ 50). RMSE and CC values are listed.

Matching metric SAD VR NCC MI GFM

k ¼ 1, s ¼ 100
r 0.999 1.000 1.000 1.000 1.000
RMSE

(CC)
0.11 ^ 0.39

(1.41)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
k ¼ 1, s ¼ 150
r 0.998 1.000 1.000 1.000 1.000
RMSE

(CC)
0.14 ^ 0.43

(1.41)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
k ¼ 2, s ¼ 100
r 0.666 0.998 1.000 1.000 1.000
RMSE

(CC)
23.87 ^ 41.95

(123.37)
0.30 ^ 0.46

(1.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
0.00 ^ 0.00

(0.00)
k ¼ 2, s ¼ 150
r 0.415 0.528 1.000 0.097 1.000
RMSE

(CC)
49.99 ^ 52.21

(126.81)
18.75 ^ 41.55

(126.09)
0.00 ^ 0.00

(0.00)
22.77 ^ 41.96

(110.92)
0.00 ^ 0.00

(0.00)
Total
r 0.769 0.882 1.000 0.774 1.000
RMSE

(CC)
18.53 ^ 23.74

(126.81)
4.76 ^ 10.50
(126.09)

0.00 ^ 0.00
(0.00)

5.69 ^ 10.49
(110.92)

0.00 ^ 0.00
(0.00)
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of time consumed described previously. For comparison

of time consumed between our proposed measurement

methods, we find that Powell’s search algorithm was able

to effectively reduce the calculation time. Especially for

the more complex calculation method MI, the time

reduction ratio 71.94% is much higher than that of other

proposed methods. Based on the results of simulation, we

think that the VR method is simple, fast and robust to low

levels of all the effects. Consequently, the NCC method

is suggested to replace the VR method in practical

application of microcirculation registration. After this

simulation, the study used a set of images which were

acquired using the microscopic system. All images were

good in quality and did not require a pretreatment.

Compared with the NCC method in Table 6, very good

performance was reached through the use of the VR

method with the same matching accuracy of the NCC

method. Nevertheless, VR outperformed SAD with the

illumination effect. Therefore, on the basis of the

comparison, a general conclusion is reasonable.

6. Conclusion

This paper describes a microscopic system without

fluorescent labelling to provide continuous quantitative

blood flow data in tumour small vessels. Thus far, few

studies in blood flow imaging have performed experimen-

tation in mesenteric microvessels. We also propose a new

applicable framework for automatic and rapid image

registration to register unstable images of blood flow for

large digital video sequences in the microscopic system

analysis. For image sequences stabilisation, in which low

resolution images, by down-sampling method, are used

first as the pre-registration, the intensity-based alignment

is adopted as a fine registration by linear translation

between serial consecutive frames. The performance

properties of matching metric are evaluated through image

registration using simulated images. In this paper, an

automatic medical image registration method based on

Powell’s optimisation search method is implemented. This

method is translation invariant, and has low calculation

redundancy. By a systematic survey and rigorous

evaluation of different methods, we conclude that the

matching method of VR is computationally efficient and

improves the registration robustness and accuracy in

practical application of microcirculation registration. The

presented registration method showed acceptable results in

close requisition to analyse RBC velocities, confirming the

scientific potential of the system and indicating that this

automatic registration method can also be useful for many

biotechnological analyses and evaluations.
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